1692

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 40. NO. 8, AUGUST 1992

FDTD Analysis of Power Deposition Patterns of an
Array of Interstitial Antennas for Use
in Microwave Hyperthermia

Paul C. Cherry, Student Member, IEEE, and Magdy F. Iskander, Senior Member, IEEE

Abstract—In earlier contributions where the Method of Mo-
ments (MOM) was used to model and calculate the electromag-
netic (EM) power distribution pattern in tumors heated using
interstitial antennas, some modeling difficulties were encoun-
tered. This includes inaccuracies at dielectric interfaces when
pulse basis functions were used for expansion and the inability
to model large tumors because of the increasingly large ma-
trices involved. In this paper, we use the Finite-Difference Time-
Domain (FDTD) method to calculate EM power deposition pat-
terns in inhomogeneous tissue models of tumors. The radiated
near-field patterns from an array of uniformly and step-insu-
lated interstitial antennas were used as incident fields on the
excitation planes to calculate the scattered fields and total SAR
patterns in tumors. Comparison of FDTD data with results
from the Method of Moments show that FDTD solution, in this
particular application, overcomes some of the modeling diffi-
culties encountered in the Method of Moments. Results for some
specific tumor geometries are also presented to show the effec-
tiveness of the microwave interstitial heating techniques in
treating large tumors. Other advantages of the FDTD method,
such as improved accuracy in modeling dielectric interfaces and
the ability to model large tumors, are also illustrated.

INTRODUCTION

ICROWAVE hyperthermia using interstitial anten-

nas provides a viable alternative to other regional
and local microwave heating techniques and in many ways
provides desirable heating characteristics [1]. Interstitial
antennas can be used to directly heat deep-seated tumors,
while minimally heating the surrounding healthy tissue.
When interstitial antennas are used in conjunction with
other types of treatments, such as brachytherapy, the ex-
isting surgical tracks can be used to insert interstitial an-
tennas into the body [2], thus minimizing the patient’s
discomfort. Arrays of interstitial antennas offer increased
heating control as well as steering capabilities of the heat-
ing pattern.

For realistic and effective evaluation of the heating
characteristics of interstitial antennas, their radiation fields
must be accurately determined for both uniformly and
step-insulated antennas [3]-[5]. Also, since the complex
permittivity of tumors may vary by as much as 25 percent
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from those of normal tissue [6], [7], an accurate three-
dimensional (3D) model must be utilized to determine the
power deposition, or SAR, pattern in tissue regions that
include tumors. The results from these modeling efforts
help in designing more efficient antennas and in recogniz-
ing the optimal arrangement of the antenna array elements
so as to increase the therapeutic value of microwave hy-
perthermia treatments in a given clinical situation.

Analytical and approximate closed-form solutions of the
current distribution along and the near fields radiated from
uniformly and step-insulated antennas were described in
earlier publications [1], [3], [8]-[10]. Excellent agree-
ment with experimental data was also illustrated in [4].
Previous numerical modeling efforts, however, utilized
the Method of Moments (MOM) [1], [3] and numerical
difficulties were encountered. The Method of Moments
solution, with pulse basis functions, can be accurately
used to determine the power deposition in a homogeneous
medium, but inaccuracies are often encountered at dielec-
tric interfaces [11]. The degree of error depends on the
difference between the complex permittivities at the in-
terface. In order to overcome these inaccuracies, linear
[12] or rooftop [13] basis functions are often needed. The
use of these basis functions, however, significantly in-
creases the size of the resulting matrices. For example, it
is shown that while the linear expansion of the fields in
each mathematical cell helped in improving the accuracy
of the field values at boundaries and interfaces [12], it
required the calculation of 12 unknowns in each mathe-
matical cell, a matter that seriously limited the value of
the method and restricted its application to electrically
small objects (ka = 1) [14]. The FDTD method, on the
other hand, may provide improved accuracy when mod-
eling inhomogeneous tissue, particularly at dielectric in-
terfaces [15], [16]. Also. because the FDTD method is an
iterative procedure, it may be more suitable for dealing
with large tumors.

In this paper, we examine the features of applying the
FDTD to calculate SAR distribution in inhomogeneous
tissue models heated using microwave interstitial anten-
nas. Obtained results are compared with those of the
Method of Moments and specific calculation examples
were used to emphasize advantages of the FDTD method
in this particular application.
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METHOD OF SOLUTION

Fig. 1 shows a typical geometry for heating a tumor
with an array of interstitial antennas. The calculation of
the power deposition in the tumor and the surrounding
area involves basically two steps:

1. Calculation of the near-field radiation from a uni-
formly or step-insulated antenna. These fields are
considered the incident radiation on the tumor re-
gion.

2. Calculation of the SAR pattern using an accurate
3-D model of the tumor and the surrounding tissue.

The following is a description of each of these two steps.

1. Radiation Characteristics of Interstitial Antennas

Calculation of the radiation pattern of interstitial anten-
nas is by itself a two-step solution. The first is to deter-
mine the current and charge distributions along the an-
tenna while the other is to calculate the radiated fields due
to the current/charge distributions [1], [4], [5], [10}.

Consider the uniformly and step-insulated monopole
antennas shown in Fig. 2. The current distribution along
these antennas can be calculated using the theory devel-
oped by R. W. P. King er al. [8] for insulated antennas
in conductive medium. This theory utilizes an analogy
with the theory of multi-section transmission lines. It sim-
ply treats sections of insulated antennas as transmission
lines with complex propagation constants which accounts
for the ohmic losses in the conductors as well as the. ra-
diation losses [8], [9]. Application of this procedure to
multi-section interstitial antennas is described elsewhere
[4], 15].

The other part of the solution involves the calculation
of the radiation fields from the interstitial antennas in
terms of the current and charge distributions determined
as described above. A rigorous procedure is available for
both uniformly insulated antennas [10] and for those of
multi-section design [1].

Alternatively, an approximate model is used to find the
radiated fields from the current distribution [4], [5]. This
method is based on the determination of the amplitudes
of a discrete set of point sources distributed along the sur-
face of the antenna. The point sources are found based on
the current distribution and are multiplied by a radiation
efficiency factor. This factor is taken to represent the abil-
ity of the antenna to lose energy in the form of radiation,
and is equal to « /B where the propagation constant is k;,
= « + jB. The radiation efficiency factor o/8 is in fact
proportional to the losses per wavelength [4]. This ap-
proximate procedure for calculating the radiation fields
has been utilized in the present calculations.

2. FDTD 3-D Modeling of Tumors

For accurate calculation of the power deposition pattern
of interstitial antennas, detailed 3-D models of tumors
must be utilized. This is because, as mentioned earlier,
the complex permittivity of tumors may be as much as 25
percent different from those of normal tissue [6], [7] and
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Fig. 1. Geometry of heating a tumor with a four-element array of intersti-
tial antennas.
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Fig. 2. Geometries of uniformly and step-insulated interstitial monopole
antennas.

hence the geometry and tissue distribution of tumors must
be accurately accounted for in a 3-D model. In a previous
calculation [3], the Method of Moment was used for the
3-D modeling of tumors. Pulse basis functions were used
to expand the fields and some difficulties were encoun-
tered. First, inaccuracies at dielectric interfaces were ob-
served, and because of computer memory limitations, the
solution was limited to small-sized tumors. To help over-
come some of these difficulties, an FDTD program was
written to provide 3-D models of tumors and surrounding
tissue. It is hoped that the FDTD method will overcome
some of the shortcomings of the Method of Moments.
Following is a brief summary of the FDTD solution pro-
cedure, some of the obtained results, and an assessment
of the features of the FDTD method in this particular ap-
plication.

2.1. Yee’s Algorithm

Yee [17] expressed Maxwell’s curl equations in their
finite-difference form. The curl equations that are used in
the Yee/FDTD algorithm are

aD oB

X H=—+ VXE=—— 1
V< H Bt‘J’ dr M

By expressing a continuous function of space and time in
its discretized form, a function at its (nth) time step can
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Fig. 3. Position of field components in the three-dimensional unit Yee cell.
After [17].

be rewritten as Yee’s unit cell and the E- and H-field components that
P _ . are positioned in the cell. The dimensions of the cell are

F"(@i, j, k) = F(iAx, jAy, kAz, nAf). @ Ax, Ay, and Az in the x, y, and z directions, respectively.

FDTD utilizes the Yee cell [17] for placement of the six By expanding the‘threfz E and H components repre?sented
electric- and magnetic-field components for computation  in (1) in their finite-difference approximation, using the

at the nodes of the finite-difference lattice. Fig. 3 shows central-difference method, for both space and time and
utilizing Ax = Ay = Az = 0, one can obtain [17]
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The 1/2’s in (3) and (4) represent the field components’
actual placement in the Yee cell, but the calculation is
implemented on the computer as node or cell (i, j, k) in
the computational lattice. From (4a)-(4c) it can be noted
that each E-field component for the cell (i, j, k) at the (n
+ 1)st time step depends only on the E-field component’s
value at the previous (nth) time step and the surrounding
H-field components. A similar procedure is adopted for
the H-field components except that the magnetic field
components are calculated at a 1/2-time-step difference.
This provides a routine implementation of the solution
procedure through Yee’s cell. The values of p, €, and ¢
are the permeability, permittivity, and conductivity of the
(i, j, k)th cell, respectively.

2.2. Absorbing Boundary Conditions

In order to model free space, boundary conditions at
the computational lattice boundaries are needed. Since the
computational lattice cannot be infinite for practical rea-
sons, a finite region is used to model free space. When
calculations stop at a fixed point in space, reflections oc-
cur at this computational boundary. Lattice truncation
conditions at the computation boundaries which simulate
those of infinite space are therefore required. These ab-
sorbing boundary conditions absorb fields that are inci-
dent on the boundaries such that reflections do not occur.
Although at this time there is no perfect absorbing bound-
ary algorithm, many approximate boundary conditions
have been developed which minimize any reflections at
the lattice boundaries. First- and second-order approxi-
mations have been developed for these absorbing bound-
ary conditions, including those by Taflove and Brodwin
[15], Enquist and Majda [18], and Bayliss and Turkel
[19]. One of the more popular absorbing boundary con-
ditions used and the one used for the computations in this
paper is Mur’s second-order boundary condition [16],
[20]. It should be noted that for calculations in lossy re-
gions, such as those presented in this paper, the absorbing
boundary conditions are not as critical as for free-space
scattering problems, particularly by perfectly conducting
objects.

In the lossy medium case and with the appropriate se-
lection of the size of the computational domain, the in-
cident fields on the absorbing boundaries are expected to
be significantly attenuated and hence inaccuracies asso-
ciated with reflections at these boundaries are minimal.
Furthermore, fields that are reflected at the absorbing
boundaries attenuate as they travel back to the object, a
matter that also reduces their effects.

2.3. Computational Lattice

Figure 4 shows the FDTD computational domain used
for our modeling. The incident E field on the excitation
planes was found along four planes located between the
four corners of the array along the length of the antennas.
The E field from all antennas in the array were summed
in phasor form, using magnitude and phase, at each node

SURROUNDING
TISSUE
PLANES OF
NFS»?J/@AL > INCIDENT FIELDS
~—— ABSORBING
BOUNDARIES

Fig. 4. Top view of the computational lattice of the FDTD techniques.
The figure illustrates the location of the tumor, excitation planes, and the
absorbing boundaries.

in the incident plane. This phasor form of the E field was
then multiplied by e’“'. The real part was then taken and
used as the incident field, i.e.

EL, (8, jb, k8, nAr) = Re (Exy(id, j6, k&)™) (5)

where E, (i, j8, k6) is the complex phasor value of the
E field at cell (i, j, k) determined from the antenna array.
nAt is the time, « is the radian frequency at which the
calculations were made, and Re denotes the real part. In
this paper, the Yee cell was assumed to be a cube, where
ox = 8y = 6z = 6. Ep,.(i8, jo, kb, nAt) is the value used
for the incident field at the nth time step at the cell (i, j,
k) in the computation lattice. § was generally chosen to
be around 2 to 5 millimeters. A¢ was chosen to meet the
stability criteria as set forth by Taflove [15] and is given
by

IAY

1 (1 1 _“/2)
At < — + + — 6
Umax <6x2 dy? 6zz> ©

using 6x = 8y = &z = 6, and assuming a nonmagnetic
region, (6) can be rewritten as

0 V€, min 7
V3o @)

where v, is the velocity of light in air and e, ;, is the
minimum value of ¢, in the computation domain. For our
calculations the criteria

At

IA

o+ €, min
At = ————— ®)
2v,
was used. The SAR was calculated by determining the
maximum FE field at each node after steady state was
achieved. In our calculations, steady state often occurred
after 3 to 5 cycles. The SAR is defined as

SAR (i, jb, ké) = % | Eviax(@8, jb, k&) ®

where Ey,x(i8, jo, kd) is the maximum steady-state elec-
tric field at cell (i, j, k) determined over a minimum of
one complete cycle.
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RESULTS

To check the accuracy of the FDTD calculations, SAR
values for homogeneous medium were calculated and
compared with those from straightforward radiation from
insulated antennas. Fig. 5 shows the results for such a
homogeneous medium. The computational lattice used
was 40 X 40 X 80 in the x, y, and z directions, respec-
tively. The cell size used was 6 = 2.5 mm. The graph
compares the results of the developed FDTD program with
those of Trembly [10] and Tumeh [4] for an array of four
uniformly insulated interstitial antennas at a frequency of
915 MHz. This figure shows good agreement, thus illus-
trating the accuracy of the computational procedure. Fig.
6 shows a comparison of results from the FDTD method
and the Method of Moments for a cubical model of a tu-
mor. As can be seen, the results agree quite closely with
each other, thus further confirming the accuracy of the
FDTD results. It should be noted that the FDTD values
at nodes within and at the surface of each cubical cell
shown in Fig. 6 were averaged so as to compare the FDTD
results with the Method of Moments values, which are
based on the pulse basis functions (average three field
components in each mathematical cell).

To check the accuracy of the FDTD results at dielectric
interfaces, the continuity of the tangential and normal field
components at the surface interfaces between the tumor
and surrounding tissue were examined. Fig. 7(a) shows
the computational lattice and the three slices (4, B, and
C) at which the field continuity were examined. As in
many interstitial antennas, the dominant electric-field
component is along the axis of the antenna (z axis in our
case). Hence the field components in slice 4 (E; and E,
fields) were sufficiently small to be neglected in a typical
SAR calculation. Figures 7(b) and (c), therefore, show
results for slices B and C only. Fig. 7(b) and (c) also give
numerical values for the field components at several spe-
cific points at the dielectric interfaces. Values of the com-
ponents of the electric flux density D normal to the di-
electric interfaces and the tangential components of the E
field are expected to be continuous. From the presented
results, it may be seen that results from the FDTD solu-
tion satisfies the boundary conditions with reasonable ac-
curacy. Larger discrepancies were observed for fields at
corner cells (points R, Q, and S in Fig. 7(b) and points K,
J, and L in Fig. 7(c)). An averaging process is often used
to obtain an estimate of field values at dielectric corners.

With the confidence established in the capability and
accuracy of the solution procedure, we proceeded to in-
vestigate the heating capabilities of an interstitial antenna
array. We utilized a model of a large tumor which was
computationally difficult to handle using the Method of
Moments. The tumor model is shown in Fig. 8.

Fig. 9 shows the obtained SAR results for the tumor
model shown in Fig. 8. The shape of the tumor was mod-
eled after a prostrate tumor taken from a CAT scan [21].
The computational lattice used was 50 X 50 X 60 cells
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the excitation planes and the using FDTD calculations to achieve steady-
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Fig. 6. Comparison between the Method of Moments and the FDTD re-
sults for a cubical model of a tumor. Results are shown for three cases
concerning the dielectric constant ¢, and conductivity g, of the tumor,
and the dielectric constant ¢,,, and conductivity s, of the surrounding (ex-
ternal) tissue. Results are shown for one quarter of a symmetrically heated
tumor model. The spacing between the antenna elements if 3 cm.

using a cubical cell with 6 = 2.0 mm. The tumor model
contained over 10 000 cells and was assumed to have a
dielectric constant of 55.0 and a conductivity of 1.45
S/m. The surrounding tissue was assumed to be muscle
with a dielectric constant of 42 and a conductivity of 0.883
S/m. The antenna used for the array was a uniformly in-
sulated antenna with a diameter of .67 mm and a length
of 4.5 cm (refer to Fig. 3). The operating frequency was
915 MHz.

As indicated in earlier publications, step-insulated an-
tennas provide several advantages over uniformly insu-
lated ones of the same physical length [1], [4], [5]. This
includes lower operating frequencies and hence improved
depth of penetration and a more uniform heating pattern
along the axis of the antenna. To illustrate these advan-
tages in an inhomogeneous model of a tumor, the large
tumor calculations were repeated for the case of an array
of four step-insulated antennas. Figure 10 shows the ob-
tained results at 520 MHz, which is the resonant fre-
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Fig. 7. Electric flux density D and the electric-field intensity E compo-
nents at dielectric interface between the tumor and surrounding tissues.
Dielectric constant of the tumor was taken to be 55 while ¢ = 42 for the
surrounding tissue. The figure demonstrates the accuracy of the FDTD pro-
cedure in modeling field components at dielectric interfaces and hence in
satisfying the boundary conditions. (a) Geometry of the computational lat-
tice and slices at which specific field values were given. (b) Vector fields
and tabulated values at specific points in slice b. (¢) Vector fields and tab-
ulated values at specific points in slice C. -

quency of a step-insulated antenna of the same length as
the uniformly insulated one, as shown in Fig. 3. Com-
paring Fig. 9 and Fig. 10, some of the advantages of us-
ing step-insulated antennas and operating at lower fre-
quencies may be recognized.

At present, the FDTD program is being used to calcu-
late EM power deposition patterns in tumor models sim-
ulating cases of clinical interest. In addition, the calcu-
lated SAR values are being utilized in a heat transfer

program to calculate the temperature distribution patterns
in tumors, As in earlier efforts [22], there are several pa-
rameters that critically influence the resulting temperature
distribution patterns. This, for example, includes the
blood-flow rate and its spatial distribution within the tu-
mor and the thermal conductivity of the tumor and normal
tissue. Therefore, results showing the utilization of the
FDTD results in thermal models of the tumors will be
described in a separate article to be submitted soon.
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Fig. 8. Geometry and dimensions of a large tumor model used in the FDTD
calculations. (a) Top view of tumor and (b) side view of the tumor
geometry.
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Fig. 9. (a) 3-D plot of the SAR distribution in the large tumor model shown
in Fig. 8 using uniformly insulated antennas. The results show focused
enhancement at the center of the tumor and relatively higher SAR values
at the four corners representing the locations of the four antenna array ele-
ments. The spacing between the antenna elements is 3 cm. (b) Contour
representation of the SAR distribution in a vertical plane, x = constant,
placed midway between the antenna array elements, y = s/2.
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Fig. 10. (a) 3-D plot of the SAR distribution in the large tumor model
using step-insulated antennas. The results were calculated at f = 520 MHz
which is the resonant frequency of the step-insulated antenna. The results
show more uniform SAR distribution as compared with those of Fig. 9.
The spacing between the antenna elements if 3 cm. Results are plotted at
z = 0. (b) Contour representation of the SAR distribution in a vertical
plane, x = constant, placed midway between the antenna array elements,
y = 5/2. Calculations were made for step-insulated antennas and SAR
contours are shown at z = 0.
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CONCLUSION

In this paper, an FDTD program was developed to cal-
culate the power deposition pattern of an array of inter-
stitial antennas in an inhomogeneous tissue model. Spe-
cific calculations were made to illustrate some of the
advantages of the FDTD method over other methods, such
as the Method of Moments. These include improved ac-
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curacy in modeling electromagnetic fields at dielectric in-
terfaces and the ability to handle electrically large tumors
and near-field excitation by an antenna array. It is shown
that while the advantage of FDTD solution in modeling
large tumors was clearly demonstrated, continuity of field
components at interfaces and in particular at dielectric
comners are delicate quantities and should be approached
with care in each problem. In the specific application of
the inhomogeneous tissue model, satisfactory results were
obtained at interfaces and averaging is suggested to obtain
good estimates at corners.

Future use of the program includes its coupling with a
companion program that uses the Finite-Difference
method to calculate temperature distribution in tissue dur-
ing hyperthermia treatments. The FDTD program pro-
vides the EM power deposition pattern, while the second
FD program takes into account the various heat exchange
mechanisms and will be used to provide temperature dis-
tributions. This will allow further design optimization of
interstitial antennas, more accurate and efficient heating
of tumors inside the body, and in modeling cases of spe-
cific clinical interest and presently the results in terms of
the temperature distribution which is the commonly mea-
sured parameter.
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